On Determining the Volume of Repeated and Non-Repeated Sampling in the Preparation of Clinical Studies
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Abstract: In this article non-repeatable and repeatable sampling methods were analyzed. Main objectives connected with the use of sampling research method were determined. The problem of non-repeatable sampling amount defining at given rate of bronchial asthma prevalence was analyzed. Key preconditions and assumptions used when constructing the expression to determine the non-repeatable and repeatable sample amount were depicted.

Keywords: non-repeatable sample amount, repeatable sample amount, bronchial asthma, ISAAC, research methods, statistical population feature

1. INTRODUCTION

Bronchial asthma is one of the most common diseases of childhood [1, 2]. According to estimates of the World Health Organization, up to 180K of patients die from bronchial asthma in the world every year [7]. Numerous studies have significantly increased the understanding of bronchial asthma pathogenesis [3], use of new medications allowed to regulate the disease symptoms more effectively as well as to maintain the patients’ physical activity, but it is still impossible to solve the recovery problem fundamentally [4, 5, 6].

Over the last years incidence rates of bronchial asthma, allergic rhinitis and atopic eczema have significantly increased [8] and thus have given occasion to start up and implement the international study in accordance with standardized methods in order to improve diagnostics early in disease. Upon the recommendation of the World Health Organization the international ISAAC (International Study of Asthma and Allergy in Childhood) program, divided into IV phases [9], has been realized since 1991. The ISAAC program includes research centers in 105 countries of the world and involves two millions of children [10, 11].

In Ukraine the ISAAC research center was founded at the premises of Kharkiv National Medical University in 1997. In 1997-2002 phases I, II and III [12] have been done. Phase IV of the study is currently underway, it involves development and expansion of the ISAAC scope of application, the use of various resources to determine etiological and pathogenetic mechanisms of bronchial asthma in order to reduce the disease severity and prevalence [13, 14]. Implementation of ISAAC’s phase IV is relevant for Eastern Europe:

- estimate the current prevalence and severity of bronchial asthma respiratory symptoms in children;
- explore the dynamics of bronchial asthma symptomatic manifestations in children since 1998 [15, 16].

Characteristic of the \( Y \) feature of statistical population on the base of the sampling data in the amount of \( n \) [17, 18] is the final objective of the sampling observation. Let’s study the statistical population relative to quantitative feature \( Y \) in the amount of \( N \). There is a variety of sample extraction ways. It is possible to eyeball estimate the sample amount for each way taking into account the desired accuracy
2. CHARACTERISTICS OF NON-REPEATABLE AND REPEATABLE SAMPLE METHODS

If values of $Y$ feature are $\{y_1, y_2, \ldots, y_{N+1}, y_N\}$ correspondingly, then population mean $\bar{Y}$ is arithmetic mean of statistical population feature values [1, p.198]

$$\bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i$$  \hspace{1cm} (1)

Let’s assume that, in order to study the statistical population relative to quantitative feature $Y$, sample in the amount of $n$ was extracted. Suppose the values of quantitative feature $X_w$ of sampling population are $\{X_{w,1}, X_{w,2}, \ldots, X_{w,(n-1)}, X_{w,n}\}$ correspondingly [1]

$$x_w = \frac{1}{n} \sum_{i=1}^{n} x_{w,i}, \quad w=1,W$$  \hspace{1cm} (2)

The sample mean $x_w$, obtained from one sample data, should be considered as a random value $X_w$. Thus, we may discuss the sample mean distribution as well as numeric characteristics of this distribution. Indeed, the sample can be made in a number of different ways where the quantitative feature $X_w$ of sampling population will get values $\{x_1, x_2, \ldots, x_{(W-1)}, x_W\}$, here $W$ is the possible number of sample variations realization.

Let there be given the range of statistical population of $Y$ (the amount $N=3$) with the values of the feature $\{y_1 = 0, y_2 = 1, y_3 = 0\}$. If the sample is non-repeatable, the possible number of sample variations realization is

$$C_{n}^N = \frac{N!}{(N-n)!n!}$$  \hspace{1cm} (3)

If the sample amount $n = 2$ from the statistical population in the amount of $N = 3$ we obtain

$$C_2^3 = 3!/(1!2!) = 3,$$

$$\{x_{1,1} = y_1 = 0, x_{1,2} = y_2 = 1, x_1 = 0.5\} \times \{x_{2,1} = y_1 = 0, x_{2,2} = y_3 = 0\} \times \{x_{3,1} = y_2 = 1, x_{3,2} = y_3 = 0, x_3 = 0.5\}$$

Thus, the random variate $X_w$ for the 1-st, 2-nd and 3-rd sample takes on values in accordance with the expression (2), correspondingly equal to $x_1 = 0.5$, $x_2 = 0.0$, $x_3 = 0.5$.

If the sample method is repeatable (when $y_i$ is extracted, its value is fixed and got back with the possibility of another extraction) the possible number of combinations

$$n^2 = 9$$

Thus, the selection method and the sample amount may substantially affect the study results. For this reason the selection method and the sample amount should be well-grounded. It is being understood that the sample is representative, i.e. it completely and properly represents the properties of statistical population.

Value of quantitative feature $Y$ of statistical population is connected with the value of quantitative feature $X_w$ of sample population by means of relation [1]:

$$p(xw - \bar{y} < \Delta) = 2\phi\left(\frac{\Delta}{\sigma(X_w)}\right) = 2\phi(t) \quad 2\phi(t) = \gamma$$ \hspace{1cm} (4)

$$\Delta = t\sigma(X_w),$$ \hspace{1cm} (5)

$$\phi(t) = \frac{1}{\sqrt{2\pi}} \int_{0}^{t} e^{-\frac{1}{2}x^2} dx,$$ \hspace{1cm} (6)

here $\phi(t)$ is Laplace’s function whose value may be taken from table [2]. Expression $|x_w - \bar{y}| < \Delta$ means that deviation of the random value $X_w$, obtained via expression (2) from arithmetical mean of the statistical population feature, does not exceed the error which is equal to $\Delta$. This inequality can be put down as follows

$$x_w - \Delta < \bar{y} < x_w + \Delta$$ \hspace{1cm} (7)

here inequality (7) has the next meaning: if the sample mean $X_w$ (2) is known, it is fair to say that, with a probability of $\gamma$, true value (1) of the statistical population quantitative feature $Y$ falls within the limits from $(x_w - \Delta)$ to $(x_w + \Delta)$. Variate $\sigma(X_w)$ is a mean square deviation of the sample population quantitative feature $X_w$. 
Variate $\sigma(X_w)$ normally depends on the sample amount $n$

$$\sigma(X_w) \approx f_\sigma(n) \quad (8)$$

3. MAIN OBJECTIVES OF SAMPLE METHOD USE

Equation system (4) can be represented as two equations:

$$\frac{\Delta}{\sigma(X_w)} = t \quad (9)$$

$$2\Phi(t) = \gamma \quad (10)$$

with four variables: $\Delta$, $t$, $\sigma(X_w)$, $\gamma$. It is necessary to define two additional equations to resolve it. In this regard, there are three basic objectives appearing during the use of sampling method [2]:

Objective N°1. Define the sample amount $n$, needed to obtain the results with required accuracy $\Delta$ at given probability $\gamma$. It is assumed that sample mean $x_w$ (2) is defined as a result of the sample implemented, while the sample population with the values \{x_w, 1, x_w, 2, \ldots, x_w, (n-1), x_w, n\} is to be obtained. Probability $\gamma$, needed the quantitative feature $Y$ to comply the inequality (7) with the given error $\Delta$, is known. Therewith the fact that if the given probability is $\gamma = 0.95$, then in 50 cases of 1000 the inequality (7) will not be met should be taken into account. Hence, in the first objective, among four variables $\Delta$, $t$, $\sigma(X_w)$, $\gamma$, the given ones are $\Delta$, $\gamma$ (and correspondingly $t$) and $\sigma(X_w)$ is to be defined and allowing us to obtain the sample amount $n$.

Objective N°2. Define the possible non-sampling error limit, ensuring the results with the given probability, and compare it with the acceptable error. It is assumed that the sample amount $n$ and the probability $\gamma$, meeting the relation (7) requirements, are given. Error $\Delta$ should be defined and compared with acceptable error to perform experiments. When setting up the problem the probability $\gamma$ (or $t$) sample amount $n$ ($\sigma(X_w)$ accordingly) are considered as given and the error value $\Delta$ should be defined.

Objective N°3. Define the probability that the sample error will not exceed acceptable error. In this case the sample amount $n$ and error $\Delta$ are given. The probability that the sample error will not exceed acceptable error is to be defined. When setting up the problem the probability $\gamma$ (or compliant with it $t$ parameter), sample amount $n$ ($\sigma(X_w)$ accordingly) are considered to be known. It is necessary to define the probability $\gamma$ that the sample error will not exceed acceptable error $\Delta$.

4. THEORETICAL FOUNDATIONS OF NON-REPEATABLE AND REPEATABLE SAMPLE AMOUNT CALCULATIONS IN THE PREPARATION OF CLINICAL STUDIES

In the case of non-repeatable method of amount $n$ elements selection, taken from the general population $N$ for checkup, the general number of possible samples can be defined by combinatorial formula (3). Let us assume that the method of amount $n$ elements extraction is such that each sample from the general number (3) has equal probability of being selected. This is a random sample method. As it was already mentioned the selected element is not to get back into the statistical population.

Sampling mean $\bar{x}_w$

$$\bar{x}_w = \frac{\sum_{i=1}^{C_N^2} x_w}{C_N^2} \quad (11)$$

of a random value $x_w$ is an unbiased estimator of mean value $\bar{y}$ (1) for population $y$

$$M[X_w] = \bar{x}_w = \frac{\sum_{i=1}^{C_N^2} x_w}{C_N^2} = \frac{n \sum_{i=1}^{C_n^2} x_w, i}{n C_N^2} = \frac{\sum_{i=1}^{C_n^2} y_i}{N N} = \frac{N}{n} \sum_{i=1}^{C_n^2} y_i \quad (12)$$

Since

$$M[Y] = \frac{1}{N} \sum_{i=1}^{N} y_i \quad (13)$$

it follows that

$$M[Y] = M[X_w] \quad (14)$$

Variance of random variable $X_w$ can be defined via expression

$$M\left[ (x_w - \bar{y})^2 \right] = \frac{\sum_{i=1}^{C_N^2} (x_w - \bar{y})^2}{C_N^2} \quad (15)$$
Substituting $x_w$ into (15), let us put down

$$\sigma^2(x_w) = M[(x_w - \bar{y})^2] = \frac{N-n}{nN(N-1)} \sum_{i=1}^{N}(y_i - \bar{y})^2 = \frac{N-n}{nN(N-1)} D(Y) = \frac{N-n}{nN(N-1)} \sigma^2(Y)$$

(16)

here

$$D(Y) = \frac{1}{N} \sum_{i=1}^{N}(y_i - \bar{Y})^2 ,$$

(17)

Formula (16) can be used to calculate mean square deviation of random variable $x_w$

$$\sigma^2(x_w) = \frac{N-n}{n(N-1)} \sigma^2(Y)$$

(18)

Taking into account formulae (4–6) let us obtain relationship of error $\Delta$, probability $\gamma$ and sample amount $n$

$$\Delta = t\sigma(x_w) = t\sigma(Y) \sqrt{\frac{N-n}{n(N-1)}}$$

(19)

Let us put the last equality to the next form

$$\Delta^2 = t^2 \sigma^2(Y) \frac{N-n}{n(N-1)} ,$$

(20)

$$\Delta^2 n(N-1) = t^2 \sigma^2(Y) N - t^2\sigma^2(Y) n ,$$

(21)

$$n \cdot \left( \Delta^2 (N-1) + t^2 \sigma^2(Y) \right) = t^2 \sigma^2(Y) N,$$

(22)

allowing to obtain sample amount $n$ through error $\Delta$ and $t$ parameter, compliant with probability $\gamma$

$$n = \frac{t^2 \sigma^2(Y) N}{\Delta^2 (N-1) + t^2 \sigma^2(Y)}$$

(23)

If a random value $Y$ has binomial distribution with expectation function

$$M[Y] = p$$

(24)

and deviation

$$D(Y) = \sigma^2(Y) = pq ,$$

(25)

$$p + q = 1 ,$$

(26)

then formula (23) looks like:

$$n = \frac{t^2 Npq}{\Delta^2 (N-1) + t^2 pq}$$

(27)

In the most of real-world cases amount of statistical population is much greater than one: $N \gg 1$. This helps us to obtain the final equation

$$n = \frac{t^2 Npq}{\Delta^2 N + t^2 pq} , \quad N \gg 1 .$$

(28)

When $\Delta^2 N \gg t^2 pq$ this equation is simplified to

$$n = \frac{t^2 pq}{\Delta^2 } , \quad \Delta^2 N \gg t^2 pq$$

(29)

In medical research it is comfortable to use alternative values of $p^*, q^* = 1000 - p^*, \Delta^*$, expressed in permille and related as follows:

$$p^* = 1000 - p , \quad q^* = 1000 - q , \quad \Delta^* = 1000 - \Delta , \quad p^* + q^* = 1000$$

(30)

Let’s multiply the numerator and denominator of the equation (28) by $10^6$ to obtain

$$n = \frac{t^2 Npq}{\Delta^2 \cdot 10^6} , \quad \Delta^2 N \gg t^2 pq \cdot 10^6$$

(31)

From now forth let us suppress the symbol (*) during calculations assuming that the corresponding dimension is given.

**5. DEFINITION OF SAMPLE AMOUNT $n$ IN NON-REPEATABLE AND REPEATABLE SAMPLE**

Let us estimate the amount of sample necessary for phase IV of ISAAC study implementation in Ukraine (Eastern Europe). Statistical population relative to quantitative feature of asthma incidence rate $\bar{y}$ in the amount of $N = 89736$ is being studied. The rate of bronchial asthma prevalence in Ukraine in accordance with official data is

$$p = \overline{p}_M + \Delta^* = 111.2\% , \quad \Delta = 2.7\%$$

(32)

here $\overline{p}_M$ is the mean prevalence of asthma incidence in Ukraine in permille. Equation (32) is possible to be put down in another form (fig 1):

$$|p_m - \overline{p}_M| < \Delta ,$$

(33)

$$p_1 < p < p_2 , \quad p_1 = \overline{p}_M - \Delta , \quad p_2 = \overline{p}_M + \Delta$$

(34)
here $p$ is the rate of bronchial asthma prevalence in Ukraine. It should be mentioned that this variate is unknown. However, we can affirm that it can be defined via inequality (34) with reliability $\gamma = 0.95$. The point of given reliability is in the fact that if sufficient number of samples is implemented then 95% of the samples will define sample’s confidential intervals $P_{1W}, P_{2W}$, including the rate of bronchial asthma prevalence in Ukraine $p$

$$P_{1W} < p < P_{2W}$$

Only in 5% of cases the rate of bronchial asthma prevalence $p$ can exceed the sample’s confidential intervals $P_{1W}, P_{2W}$.

In view of the fact that the rate of bronchial asthma prevalence $p$ is unknown, and we know only that it is between $p_1$ and $p_2$ (34), we can assume that the required amount of non-repeatable sample $n$ is also in the interval

$$n_{\min} < n < n_{\max}$$

with the limits of $n_{\min}$, $n_{\max}$ defined via relation

$$n_{\min} = \min\{n_1, n_2\}, \quad n_{\max} = \max\{n_1, n_2\}$$

$$n_1 = \frac{r^2npq_1}{\Delta_1^2N + r^2p_1q_1}, \quad n_2 = \frac{r^2npq_2}{\Delta_2^2N + r^2p_2q_2}.$$ 

Let us take maximum value of $n = n_{\max}$ as the sample amount value. Let us get sample amount for the data in (32):

$$p_1 = 111.2 - 2.7 = 108.5, \quad q_1 = 1000 - 108.5 = 891.5, \quad \Delta_1 = 2 \cdot \Delta = 5.4,$$

$$n_1 = \frac{r^2npq_1}{\Delta_1^2N + r^2p_1q_1} = \frac{1.96^2 \cdot 89736 \cdot 1085 - 891.5}{(2.7)^2 \cdot 89736 - 1085} = 1115853 \quad (35)$$

$$p_2 = 111.2 + 2.7 = 113.9, \quad q_2 = 1000 - 113.9 = 886.1, \quad \Delta_2 = 2 \cdot \Delta = 5.4,$$

$$n_2 = \frac{r^2npq_2}{\Delta_2^2N + r^2p_2q_2} = \frac{1.96^2 \cdot 89736 \cdot 1139 - 886.1}{(2.7)^2 \cdot 89736 - 1139} = 11580 \quad (36)$$

Let’s select the maximum value $n = 1158042 \pm 11581$ of two values $n_1$, $n_2$.

During calculations it was assumed that the sample we used had the rate of bronchial asthma prevalence $p_w$ within the limits (34) of $p_1 < p_w < p_2$. Then, assuming $p_w = p_1$, maximum possible deviation between the sample’s mean $p_w$ and the rate of bronchial asthma prevalence $p$ if $p = p_2$ is equal to

$$|p_w - p| = |p_1 - p_2| = 2 \cdot \Delta = \Delta_1$$

This value was used in calculations (fig.2).

The same steps help us to obtain

$$|p_w - p| = |p_2 - p_1| = 2 \cdot \Delta = \Delta_2,$$

if $p_w = p_2$ (fig.3).
In calculations of the sample amount the error $\Delta_1 = 2 \cdot \Delta$ was used. It twice exceeds the error for the rate of bronchial asthma prevalence in Ukraine. Its structure may look like

$$\Delta_1 = \Delta_w + \Delta, \quad \Delta_2 = \Delta_w + \Delta$$

here resultant errors $\Delta_1$, $\Delta_2$ contain sample error $\Delta_w$ and error $\Delta$, used in obtaining the rate of bronchial asthma prevalence (32). For this purpose we assumed that both errors were equal $\Delta_w = \Delta$.

6. CONCLUSIONS

Calculation of sample population amount for representativeness of received data is one of the first and the key moments of the studies oriented to true characteristics of investigated pathology definition and its analysis. In this article repeatable and non-repeatable sample methods were analyzed to reveal reliable information on prevalence of bronchial asthma respiratory symptoms during questioning in accordance with standardized methods of ISAAC. The main objectives connected with the use of sampling research method were investigated. Theoretical foundations were demonstrated and dependence of required sample amount on statistical population value $N$, required accuracy $\Delta$ of the received results with the given probability $\gamma$ was explained. Objective of non-repeatable sample amount definition with the given rate of bronchial asthma prevalence was analyzed. Key preconditions and assumptions used when constructing the expression to determine the sample amount were depicted.
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